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1. Introduction

Starting from progenitor cells, cells can develop into many
different types. For example, lung progenitor cells can de-
velop into epithelial cells, muscle cells or immune cells.
Various methods have been developed to reconstruct cell
trajectory with time-series single cell RNA-seq (scRNA-
seq) data. A popular group of probabilistic methods, for
example (Ding et al., 2018), use Kalman filter or variants
of Hidden Markov Models (HMM) to infer the hidden cell
states at different differentiation stage. Figure 1 shows an
example output, where different cell types are assigned to
different states through the time course. However, these
methods, originally developed to deal with data from a sin-
gle study, perform poorly when applied to data mixed from
different studies. Due to the cost of performing scRNA-seq
experiments, a study usually only samples 1-3 time points,
each with a limited cell population, during cell development.
To gain a more comprehensive view of cell trajectory and
to utilize information across studies, methods need to be
developed to reconstruct trajectory and being robust against
variations from experiments preparation and cell intrinsic
biological properties (e.g., cell size, cell cycle and stochas-
ticity in expression).

Methods specializing in integrating scRNA-seq data from
different studies have been recently developed. (Lopez et al.,
2018) developed a generative model explicitly accounting
for different sources of variations. For each cell n, they
model the latent biological variance as z,, whereas have
sy for technical confounder (e.g., different studies) and
l, for sequencing library size. The variational posterior
q(zn|Tn, sn) can be used for downstream analysis such as
cell trajectory reconstruction. This method performs reason-
ably well for cell types having thousands of observations
and sequenced at a single time point (i.e. major type), where
the learned latent biological variance z,, does correlate with
s, but correlate with known cell labels. However, when
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Figure 1. An example output of cell trajectory reconstruction meth-
ods. Dots are cells colored by cell labels. Figure courtesy to (Lin
& Bar-Joseph, 2018)

applied to cell types sequenced with a limited sample size
(e.g., 100-200 observations per cell), the method output z,,
still strongly correlate with s,, whereas not correlate with
known cell labels. Also, the z, for these rare cell types
are mixed and cannot be easily separated. Possible reasons
accounting for this include the limited sample size of each
cell type and the relatively higher variance among cells from
different types or different developmental stage. Unfortu-
nately, given the high expense of biological study, a study
typically only samples 1-3 time points, only focus on a few
particular cell types and usually have a limited sample size
for each cell type, where current integration methods such
as (Lopez et al., 2018) does not work well.

Another recently developed method (Wang et al., 2018)
aims at learning the latent biological variance from the noisy
scRNA-seq data by initializing auto-encoders with weights
pre-trained by cells samples from the repository of Human
Cell Atlas. By transferring the biological relevant knowl-
edge from other studies, they succeeded in recovering the
latent structure of some immune cells even with a very lim-
ited sample size present in a single study. Inspired by their
finding, we can possibly improve the performance of afore-
mentioned (Lopez et al., 2018) method in the time-series
scRNA-seq scenario by utilizing other biological relevant
information for learning the latent z;,.

In time-series scenario, time dependent information from
previous time points will be inherited by the current time
point, which results in auto-correlation and Granger causal-
ity. This gives the natural intuition of using the time depen-
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dent information from previous latent variables to help with
inferring the time dependent variables at current time. This
is especially suitable for cell trajectory inference where time
dependent information is mostly related to biological vari-
ance whereas distinct technical variance occurs randomly at
a few time points.

Here we propose a robust generative model for inferring
time-dependent biological latent variables from time-series
scRNA-seq data. We model the observations at different
time steps similarly in (Lopez et al., 2018) and chain the time
dependent latent variables by a deep Kalman filter. The la-
tent posterior variables can be readily applied to downstream
cell trajectory analysis. To further constrain the model to
focus on biological time dependent variance, we propose
to utilize some prior biology knowledge. For example, it is
well known that one of the underlying driven mechanism
of cell development is gene regulation. In methods such as
(Ding et al., 2018), regulatory elements expressed at a time
point are used to infer the expression of genes in a later time
point, given the regulatory elements interact with the genes.
The incorporation of this type of information not only facili-
tates the learning of biological relevant variations but also
provides possibilities in inferring the regulatory mechanism
behind the cell development. Knowing how the regulation
changes over the development time and how it shapes cell
identity enables biologists to engineer the progenitor cells
to a specific destiny.

2. Related Work

The literature on time series model is vast. The most rel-
evant one to our model is (Krishnan et al., 2017) where
the authors propose a general framework by applying varia-
tional autoencoder (Kingma & Welling, 2013) to the classic
Kalman filter model. The authors propose to use neural
networks in place of linear transformations between vari-
ables. In their general framework, both the time dependent
latent variable and the observation are represented by a sin-
gle variable as in the case of classic Kalman filter. In our
model, we also have a single latent biological variable for
the time-dependent latent variable whereas we have a much
finer representation of the observations. We disentangle it
with several variables as inspired by (Lopez et al., 2018).

Various methods specializing in integrating scRNA-seq data
across studies have been recently developed. A main group
of methods are based on heuristic methods which mostly
include low-dimensional representation and a non-linear
alignment such as (Butler et al., 2018) and (Haghverdi et al.,
2018). These methods do not provide probabilistic inter-
pretation as well as flexibility in tuning parameter to avoid
potential over-aligning. (Lopez et al., 2018) and its exten-
sion (Xu et al., 2019) use a generative Bayesian hierarchical
model which enable tuning and probabilistic interpretation.

Our model parameterizes the observation at each time point
similarly as in (Lopez et al., 2018). (Xu et al., 2019) further
extends (Lopez et al., 2018) by using available cell type
labels to infer the latent biological variable. Both of the
methods do not consider utilizing time dependent informa-
tion.

Cell trajectory construction methods can be largely grouped
by the framework they use (probabilistic vs deterministic)
and the representation they provide (continuous vs. dis-
crete cell assignment). Deterministic methods usually starts
with a dimension reduction of the expression data, followed
by a graph analysis or Guassian Process(GP) to connect
cells. Probabilistic methods are mostly based on probabilis-
tic graphical models. Among them, the one most related
to our model is (Ding et al., 2018), where the authors ap-
ply Kalman filter to infer a rooted tree cell trajectory. This
method uses prior knowledge on regulatory elements and
gene interaction, which is also considered in our model.
However, they model the observation as a single variable
with zero-inflated Gaussian distribution. Also, they use
linear transformations between variables.

3. Model

We present the model to harmonize time-series sSCRNA-seq
data by enabling time-dependent passage passing with deep
Kalman filter and explicitly parameterizing the distribution
of observed data as suggested in (Lopez et al., 2018). We
primarily focus on cell development trajectory construction
and thus, the time point in our scenario is the differential
stage. As Figure 2 shows, specifically, for each cell n € N,
we have a vector of latent variables 2" standing for its low-
dimensional embeddings for a consecutive observed time
points. We account for confounding factor with s, and
the RNA library size, which is a physical property of cells,
with l;,,. Note we have a confounder and a library size for
each cell specifically for each time point. Because we may
have different experimental measurements at different time
points. Both confounder sy, and library size l;,, is affected
by experimental conditions.

For each gene g € G at time ¢, we model its dispersion
as ;4. Dispersion for a gene may change over time. This
is well supported by the literature that the heterogeneity of
genes across cells is largely associated with the development
process. Genes with high dispersion at early cell stages are
different from those in late cell stages but stages closed to
each other tend to share the most dispersed genes. This
parameter is shared by all cell type. For each cell n and
each gene g, at time ¢, we have wy,, as the mean expression
value of the gene from the cell and y;,, as the expression
value draw from a distribution with w4 as the prior mean.
hing is the drop-out rate. Drop-out here means the event that
one observes 0 in the dataset. It is well studied that drop-
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Figure 2. Graphical representation for the proposed model

out may come from both biological events and confounders
such as experimental errors. Therefore, here we have hyy g
depend on both z;, and s,,. Finally, x;,, is the observed
expression value of gene g of cell n at time ¢.

Similar as (Krishnan et al., 2017), we model the latent time
dependent states z; as Gaussian distributions with mean
and variance approximated by neural networks with previ-
ous latent states as input. This is in line with biological
applications where low-dimensional embeddings are usu-
ally assumed following Gaussian distributions. We also
assume a Gamma-Poisson conjugate for negative binomial
distributed expression values, as in (Lopez et al., 2018) and
(Wang et al., 2018). We also have our drop-out indicator
distributed as Bernoulli.

The detailed parameterization is listed as follows:

Z1n ~ N (o, o) )
Zin ™~ N(fza(z(t—l)n)a feb(2-1)n)) 2
lin, ~ log normal(l,,, 2) &)
Weng ~ Gamma( f,, (Ztn, sm), ‘gtg) “)
Ytng ~ Poisson(lynWing) o)
Bing ~ Bemoulli( f} (2in, Stn)) (6)
- {0, f)therw1se %)

Ying, if Bing =0

For each differentiation stage ¢, we model the observation of
each gene of each cell 74,4 as an i.i.d random variable from
the generative process. The generative process for time ¢
is illustrated as follows. Note I,,,[2 are cell specific prior
estimated by the empirical statistics and f.,, f.p,fw, fr are
all neural networks.

1. forcelln € N

(a) fortimet

i. Draw a latent presentation of this cell zy, ~
N(fza(Z@t-1)n)s F20(2-1)n))
ii. Choose a cell-scaling factor Iy, ~
LogN (1,,,12)
iii. for gene g € G do
A. choose an expression mean Wi,y ~
Gamma(fw (Ztna 3tn)7 etg)
B. choose a expression value ying ~
Poisson(ln Wing)
C. choose a dropout indicator
Bernoulli(f} (zin, Stn))
D. if dropout, then output z4,, = 0, else out-
put Ytng

htng ~

3.1. Derivation of Evidence Lower Bound (ELBO)

We use evidence lower bound(ELBO) of the conditional log
likelihood log pg(Z | §) as our optimization objective. Here
Z is the observations of all time points for this particular
cell. §is the corresponding confounding factors for each
time point. [is the library size. For a single cell n € N, we
have:

logpo(% | 5) > E -1z o (logpe (@ | 7,1,5))

The reconstructionloss E, 7 (log pe(Z | 2,1, 5)) can be
further decomposed by using Markov dependencies:

T

E iiznlogpe(T | Z,1,5)) = ZEq(zt,lt\i’,g)(10gp9($tlzt7ltast))

t=1

We apply mean-field for ['and Z such that:

(I(’g’l|57§):q(2|f7§)Q( ‘fvg)

Thus, for the KL divergence KL(q(Z,1 | Z,5) || po(Z,1 |
3)), we have:

KL(q(Z 1| %,3) || po(2.0] §) = KL(a(Z | #.3) || po(Z | ))
+ KL(q('| 7,5) || po(I'] 5))

The term on time-dependent Z’ can be further decomposed
using Markov dependencies:

KL(q(Z|%,35) | po(Z | 5)) = KL(q(21]%, 5) || po(21]5))
T

+ > Byt a5 (KL(g(ze]2-1, 7. 9) || pl2 |

t=2
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The term on [ can be further decomposed using mean-field:

T
KL(q(I'| ,8) | po(T'| ) = > KL(q(li]ae, 5) || p(le]5))

t=1

3.2. Generative and recognition networks

The generative networks are composed of a emission net-
work, i.e. fu (2, Stn) and [ (2¢n, s¢n) and a gated transi-
tion network, i.e. f.q(2(t—1)n)f6(2(t—1)n)). The emission
network contains fully connected layers with a single hid-
den layer of 128 nodes and linear layers projected to the
parameters space. Sy, are fitted as indicators as the input
for the emission network. According to (Krishnan et al.,
2017), the gated transition allows the flexibility for some di-
mension to have linear transformation. The gated transition
contains a fully connected layer for the proposed mean, one
with sigmoid for the gate, and linear ones for the parameter
spaces.

The recognition networks are for inferring ¢(z; | z:—1, T, 5)
and ¢(I | Z, §). They are parameterized as follows:

q(Zt | thlvag) ~ N(gza(ztflaf),gzb(ztflaf)) (8)
g 7,3) ~ N(g1a(&), 916(F))  (9)

As suggested in (Krishnan et al., 2017), when inferring
z¢, both observations Z and the previous z;_; should be
taken in to account. Thus, we also use a similar ’combiner’
strategy, where we combine the output from the backward
RNN and a non-linear transformation of z; 1 to infer the
parameters of the distribution of ¢(z; | 2¢—1, %, §). This is
illustrated in Figure 3. Backward RNN suits our problem
because biological data does not have many time points.
We usually only have 3-10 time points. Thus, we don’t
need complicated architecture such as LSTM. Also, given
the purpose of our model is to infer the latent states, it
is desirable to use future information which gives better
empirical results as suggested by many literature.

3.3. Incorporation of biological priors

In order to learn biologically relevant time dependent tran-
sition model and provide possibilities in inferring the reg-
ulatory mechanism behind the cell development we can
apply some biological prior knowledge. For example, as
suggested by (Ding et al., 2018), transcription factors’ reg-
ulation effect is time dependent. Specifically, genes which
are the targets of co-expressing transcription factors at time
t — 1 will be up or down regulated at time ¢. Thus, a simply
linear model of the transition, as done in (Ding et al., 2018)
is simply z; = 2,1 + B where B is the overall effect of
the transcription factors. Another approach to incorporate
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Figure 3. Illustration of the recognition network. Figure adapted
from (Krishnan et al., 2017)
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Figure 4. Illustration of incorporating biological prior in NN. Fig-
ure courtesy to (Lin et al., 2017)

biological relevant information and to enable better interpre-
tation is to specifically design the hidden nodes in the neural
networks. For example, as suggested in (Lin et al., 2017),
one can use hidden nodes as transcription factors which only
connect with those genes in the input layer if it regulates
the genes. The hidden nodes can also be a protein-protein
interaction network(PPI) where only the genes expressing
proteins in the network will be connected. This is illustrated
in the Figure 4.

4. Inference by stochastic backpropagation

We applied a similar strategy of optimization as in (Krish-
nan et al., 2017). We perform gradient ascent of the ELBO
and use stochastic backpropagation to obtain Monte Carlo
estimates of the true gradient (Kingma & Welling, 2013).
Specifically, we implemented the training process as in Al-
gorithm 1.

4.1. Optimization challenges

Given that we have a hierarchy of latent variables Z,
our model may subject to a few well-known optimiza-



Deep generative model for harmonizing time-series scRNA-seq data

Algorithm 1 Learn with stochasitc gradient descent

0: initialize 6 and ¢ for p and ¢
1: while not converged do
1: XM  Random mini-batch of M data points

1:  HM < RNN output of M data points

1:  initialize p(2o) and gq(2o)

2: forteTdo

2: estimate posterior parameters of z; and sample
ze ~ q(z | Zt—1, HM, St)

2: estimate transition parameters of p(z¢ | z¢—1)

2: estimate posterior parameters of /, and sample [; ~
q(lt | X Ma St)

2: estimate emission parameters of p(x¢|zy, lt, s¢)

2: estimate KL divergences and reconstruction likeli-
hood

3:  end for

3 g Vo L(XM;(0,0))

3: 6, ¢ < update parameters with gradients using Adam
(Kingma & Ba, 2014)

4: end while=0

200
0 W M0 0 B0 W00 100

Figure 5. Compare variance in training loss of different training
strategies.

tion challenges of “deep” variational autoencoders. The
first challenge is the high variance in estimates and gradi-
ents, especially in estimating the KL divergence K L(q(Z |
Z,8) || po(Z] §)). We first tried to directly sample from
this KL term and obtain the Monte Carlo estimate. How-
ever, this end up in large variance in loss and sometimes
renders the parameters invalid for some distributions. Thus,
we decided to derive the decomposed KL divergence term
each of which has an analytic form. This approach largely
decreased the variance. In Figure 5, the upper plot is the
training loss for decomposed KL terms whereas the lower
plot is the training loss using Monte Carlo sampling.

As pointed out in (S@ nderby et al., 2016), another challenge
in optimization is the over-regularization effect by KL terms.
We applied the ladder VAE suggested by (S¢ nderby et al.,

2016) by a small modification of the training procedure.
Basically, instead of directly using the posterior parameters
for z;, we take the average between the estimates of recogni-
tion parameters 14 and X4 and the estimates of generative
parameters (g and g, weighted by 24 and Yg. According
to the authors, this enables the interplay of bottom-up ob-
servation information and top-down prior information. The
authors also suggest warming-up period where the KL terms
are multiplied by a scaling factor beta which is gradually
increased from a value smaller than 1 (e.g. 0.1) to 1. We
applied ladder VAE but according to the latent space segre-
gation. The results are not good as the usual training process.
Also, we only applied the warming-up trick for 20 epochs.
One possible reason accounting for the unexpected down
performance is that the datasets we used for experiments
only have 3 time points and thus not might not need the
tricks for deep VAE.

5. Experiments

Given that the objective of our model is to learn the time
dependent latent embeddings of observed scRNA-seq data,
we would like to mainly focus on experimenting with real
scRNA-seq datasets and evaluating if the latent variables
learned from our model 1) alleviate the effect of confounders
2) preserve the biological identity of cells. Confounders
in scRNA-seq experiment scenario are mostly different
’batches’. (Note batch here is different from its meaning
in ’mini-batch’). A batch normally means a different ex-
perimental condition. Biological identity is most straight
forward associated with cell labels (i.e. cell types).

Due to the high expense and technical difficulties in con-
ducting scRNA-seq experiments, high quality datasets with
relative large sample size is very rare. Most datasets have
sample size of about 50-200 cells. Due to this limitation,
at current stage, we will only focus on 2 datasets as listed
below (Table 1). However, each dataset contains a vast di-
versty of cell types and thus provide enough information to
test the performance of our model.

Table 1. Description of the datasets
NO. OF CELLS

ORIGINAL STUDY TIME POINT

(PLASSCHAERT
ET AL.,
2018)

(MONTORO
ET AL.,
2018)

ADULT 7898

ADULT 7193

In the following sections, we will compare and contrast the
performance of our model, which will be denoted as 'DMM’
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Figure 6. Cell color by batch. The more mixed the better the per-
formance. Top left: original data space, top right: scAlign, bottom
left: scVI, bottom right: DMM (our model)

for simplification, and other 2 state-of-art methods (Lopez
et al., 2018) and (Johansen & Quon, 2019). Throughout the
experiments, we use a learning rate of le-3 and a weight-
decay of le-3.

5.1. Visualization of latent space

As Figure 6 and 7 shows, our model(right-down) performs
the best in that compared to the other models, it mixed the
batches such as the counfounder’s effect is removed and
also keeping the identity of each cells, as can be seen from
the the different colors and well-separated clusters in the
t-sne plot.

5.2. Batch Entropy Mixing

Now that we have the latent space of scRNA-seq, we can
test our embedding. We used two metrics to evaluate our
model. Both of these metrics were introduced in (Lopez
et al., 2018).

The first metric we used measured the batch effect removing
power of the model. It computes the entropy of the batch
labels for k nearest neighbors for 100 cells (k = 10,20,,100).
We repeated such sampling 50 times, and used the mean
entropy as our metric. The higher the metric, the stronger
power of the batch effect removing power of the model.
Note that since in the original data batch label separates the
cells, if the metric is close to zero then the model failed to
remove the batch effect.

Figure 7. Cell color by cell type. The less mixed the better the
performance. Top left: original data space, top right: scAlign,
bottom left: scVI, bottom right: DMM (our model)

We computed this metric for latent spaces of the
original dataset, scAlign, scVI, and our model (DMM).
For original gene space and scAlign (which outputs the
re-projected space instead of its latent space) we used
PCA and used 30 PCs as their latent space. Our model
outperformed recent methods (Figure 8).

5.3. K-nearest neighbors purity

The model has to remove the batch effects while preserving
cell identity. For the cells to be classified correctly, the
cells that are close in the original data space (where cells
with the same labels would be close to each other) also
have to be close in the latent space of the model. Thus we
used a metric that measures the similarity of the k-nearest
neighbors graph of the two spaces. For each method,
we computed the Jaccard index between the k-nearest
neighbors graph matrix of the latent space of one batch and
the k-nearest graph matrix of the latent space of that batch
in the original data. Then our metric termed KNN-purity
is defined as the average Jaccard index of the two batches.
Again we used the latent space with rank 30 obtained by
PCA for the original data space and scAlign.

Note that high KNN-purity means that the proximity
between similar cells are preserved. As expected, the latent
space of the original data showed the highest KNN-purity
(Figure 9). Our model showed similar performance to
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Figure 8. Batch entropy mixing of latent space of original data and
3 models. For the latent space of the original data and scAlign, we
used 30 principal components.

scVI (Lopez et al., 2018). scAlign showed the highest
KNN-purity among the three models.

5.4. Cell label classifier using neural networks

To further test the latent space from our model, we tried to
build a cell label classifier. Single cell RNA-seq doesn’t
give the true label of the cell, but researchers can infer the
cell type based on the gene expression profile. For the
datasets we used the group that published it provided with
us with cell labels based on their classifier. We used these
labels as ground truth to train our model.

The model was a simple fully connected network
with 3 hidden layers of size 500 each. We used ReLU
as the activation function for the three layers. The final
layer was connected to the output layer whose size is the
same as the number of different cell classes. This layer
was followed with softmax activation for classification. We
used cross-entropy loss as the loss function and trained the
model with Adam optimizer (Kingma & Ba, 2014). We
trained all of classifers with 10 epochs each. The model
was implemented using Keras (Chollet et al., 2015).

As inputs we used the original gene space, 30 PCs
of that space, reprojected space of scAlign, 30 PCs
of that space, the latent space of scVI, and the latent
space of our model (Figure 10). For evaluation we used
3-fold cross-validation and reported the training and test
accuracy. For splitting the dataset we used stratified
split that preserves the ratio of class labels using the
sklearn.model_selection.StratifiedKFold

—— Original
scAlign
scVI

—— DMM

Jaccard Index

10 20 30 40 50 60 70 80 %
Number of neighbors

Figure 9. KNN-purity of latent space of original data and 3 models.
For the latent space of the original data and scAlign, we used 30
principal components.

function from the sklearn package (Pedregosa et al., 2011).
Cell labels that consisted less than 1% of the entire dataset
were considered as ’rare’ cell types, and we computed
the accuracy of prediction of these rare cell types for
our test dataset. Results show that our model show high
test accuracy that is comparable to the results obtained
using the original data space (Figure 11). Moreover, our
model showed good rare cell type classification accuracy.
The latent space of the original data space using PCA
(original PC30) failed to classify rare cell types (average
accuracy = 0.116). Our model achieved 0.516 accuracy that
was higher than scAlign but lower than scVI.

One thing we noticed was that the two groups that provided
the two datasets used different labels for the same cell type.
For example, a group used "Tuft” and the other group used
’Brush’ for the same cell type. Other examples include
"PNEC’ and ’Neuroendocrine’ and ’Secretory’ and *Club’.
We strongly recommend future users to be aware about this
when merging the labels used in different experiments.

6. Conclusion and future work

We developed a deep generative model for inferring
time-dependent biological latent variables from time-series
scRNA-seq data. The latent variables obtained with our
model can be used for various applications such as cell
trajectory analysis during development or inferring cell
labels.

Prior biological info has shown to improve learning, e.g.,
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Dataset number of datapoints | number of features
original 15091 16177
original_PC30 15091 30
scAlign 8999 4796
scAlign_PC30 8999 30
scVl 15091 30
dmm 8990 30

Figure 10. Description of the different datasets used to train the
cell label classifier. The PC30 datasets are the first 30 PCs of the
corresponding original dataset.

Dataset Training Test Rare cell
accuracy accuracy type accuracy

0.992 0.974 0.783
original 0.995 0.948 0.547
0.998 0.920 0613
""" 3foldCV 0.995 0.948 0.648
0.942 0.947 0.144
original_PC30 0.942 0.924 0.055
0.957 0.902 0.148
""" 3foldCV |  0.947 0.924 0.116
0.951 0.959 0.521
scAlign 0.951 0.956 0.271
0.959 0.939 0.594
""" 3foldCV 0.954 0.951 0.462
0.959 0.960 0.274
scAlign_PC30 0.960 0.959 0.229
0.969 0.942 0.362
""" 3foldCV 0.963 0.954 0.288
0.987 0.957 0.682
scvl 0.990 0.959 0.766
0.988 0.961 0.774
""" 3foldCV 0.988 0.959 0.741
0.985 0.986 0514
dmm 0.983 0.988 0.583
0.985 0.977 0.451
""" 3foldCV |  0.984 0.984 0.516

Figure 11. Training accuracy, test accuracy, and the rare cell type
accuracy (in test dataset) of the cell label classifier trained with
different datasets.

regulators act on different time stages. To incorporate this,
we may consider either change the RNN structure such as
regulators added as hidden nodes or add time dependent
intervention variables.
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